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Abstract

The last few years have seen an increase in new emerging fields that require the use of
large-scale systems. These fields use high-performance computing applications with hetero-
geneous, dynamic and data-intensive requirements that put a high emphasis on productivity
and are not tuned to run efficiently on today’s large-scale systems. This results in a loss of
efficiency and innovation when deploying them on current HPC systems as well as a decrease
in effective system utilization for platform providers due to ad-hoc solutions and unsuper-
vised resource management strategies implemented by the user. This talk presents a brief
characterization of these workflows and proposes a couple of solutions to adapt the runtime
system to the computational needs of stochastic applications. We focus on improving the
overall system utilization as well as application response time, without disrupting either the
current HPC platform model nor the application development process.
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