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 𝑃𝑃𝑃𝑃: 𝑃𝑃 parallel identical machines.
 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜: jobs are submitted over t ime. 

 We do not know the existence nor any propert ies of future jobs.
 𝜀𝜀: a job 𝐽𝐽𝑗𝑗 has deadline 𝑑𝑑𝑗𝑗 ≥ 𝑟𝑟𝑗𝑗 + 𝜀𝜀 � 𝑝𝑝𝑗𝑗 with constant slack parameter 𝜀𝜀.

 𝑟𝑟𝑗𝑗: submission t ime of job 𝐽𝐽𝑗𝑗
 𝑝𝑝𝑗𝑗: processing t ime of job 𝐽𝐽𝑗𝑗

 𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃𝑜𝑜𝑐𝑐: we must decide immediately after submission whether to reject 
a new job 𝐽𝐽𝑗𝑗 (𝑈𝑈𝑗𝑗 = 1) or to accept it  (𝑈𝑈𝑗𝑗 = 0).
 For 𝑈𝑈𝑗𝑗 = 0, we must also immediately fix the start t ime of the job.
 We must complete every accepted job on t ime.

 ∑𝑝𝑝𝑗𝑗⋅(1−𝑈𝑈𝑗𝑗): we want to maximize the tota l proces s ing t ime of a ll 
accepted jobs .
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𝑃𝑃𝑃𝑃|𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜, 𝜀𝜀, 𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃𝑜𝑜𝑐𝑐|∑𝑝𝑝𝑗𝑗⋅(1−𝑈𝑈𝑗𝑗)
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 Acceptance

 Allocation

 Timing
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Algorithm Choices



Scheduling for Large Scale Systems Workshop

Greedy acceptance

Acceptance Algorithms for 𝑃𝑃𝑃
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Threshold

Threshold acceptance
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 Acceptance
 Greedy: the result ing schedule completes all accepted jobs on t ime.
 Threshold: the deadline of an accepted job is at least as large as a 

deadline threshold.
 Allocation

 Timing
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Algorithm Choices
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Balanced allocation

Allocat ion for 𝑃𝑃𝑃with Greedy Acceptance
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Skewed a lloca tion
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 Acceptance
 Greedy: the result ing schedule completes all accepted jobs on t ime.
 Threshold: the deadline of an accepted job is at least as large as a 

deadline threshold.
 Allocation

 Skewed: the candidate machine with the highest load
 Balanced: the candidate machine with the minimal load (for greedy) 

or  the candidate machine that increases the threshold by the 
smallest amount (for threshold).

 Timing
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Algorithm Choices
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Semi-act ive

Job Start ing for 𝑃𝑃𝑃with Greedy Acceptance
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Delay
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 Acceptance
 Greedy: the result ing schedule completes all accepted jobs on t ime.
 Threshold: the deadline of an accepted job is at least as large as a 

deadline threshold.
 Allocation

 Skewed: the candidate machine with the highest load
 Balanced: the candidate machine with the minimal load (for greedy) 

or  the candidate machine that increases the threshold by the 
smallest amount (for threshold).

 Timing
 Semi-act ive: as early as possible on the allocated machine.
 Delay: possible intermediate idle t ime on the allocated machine.  
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Algorithm Choices
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 The machines are indexed in decreasing order of their outstanding loads.
 For machine 𝑃𝑃𝑖𝑖, we ca lcula te a  machine specific threshold us ing a  

function 𝑓𝑓𝑖𝑖 𝜀𝜀 and the outs tanding load of the machine a t  t ime 𝑐𝑐.
�𝑑𝑑𝑙𝑙𝑖𝑖𝑙𝑙,𝑖𝑖 𝑡𝑡

= �𝑜𝑜𝑜𝑜𝑙𝑙𝑑𝑑 𝑃𝑃𝑖𝑖 𝑡𝑡
� 𝑓𝑓𝑖𝑖 𝜀𝜀 + 𝑐𝑐

 The threshold is  the maximum of the machine specific thresholds .
�𝑑𝑑𝑙𝑙𝑖𝑖𝑙𝑙 𝑡𝑡

= max
1≤𝑖𝑖≤𝑙𝑙

�𝑑𝑑𝑙𝑙𝑖𝑖𝑙𝑙,𝑖𝑖 𝑡𝑡

 We set  𝑓𝑓𝑙𝑙 𝜀𝜀 = 1+𝜀𝜀
𝜀𝜀

and determine the remaining 𝑓𝑓𝑖𝑖 𝜀𝜀 recurs ively.
𝑃𝑃 � 𝑓𝑓𝑖𝑖 𝜀𝜀 + 1

∑ℎ=1𝑖𝑖−1 𝑓𝑓𝑖𝑖 𝜀𝜀 − 𝑜𝑜 − 1 + 1
= 𝑐𝑐𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐 for 1 ≤ 𝑜𝑜 ≤ 𝑃𝑃
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Threshold Calculat ion
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 Threshold allocation with a skewed and semi-act ive schedule has the 
competit ive rat io

𝑃𝑃 � 𝑓𝑓1 𝜀𝜀 + 1 ≥ 𝑃𝑃𝑃 + 1 for 𝑓𝑓1 𝜀𝜀 ≥ 𝑃.
 𝜀𝜀𝑇𝑇 = arg max 𝑓𝑓1 𝜀𝜀 = 𝑃 decreases  with increas ing 𝑃𝑃. 

 Greedy a lloca tion with a  skewed and s emi-active s chedule has  the 
competit ive ra t io

1
𝑃𝑃

+
1 + 𝜀𝜀
𝜀𝜀

for 0 < 𝜀𝜀 ≤ 1.
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Compet it ive Rat io

𝑃𝑃 𝑃 3 4 5
𝜀𝜀𝑇𝑇 0.𝑃857 0.0900 0.0𝑃91 0.0098
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 Intuit ively, greedy acceptance is the simplest approach. 

 The competit ive rat io of greedy acceptance is identical to the competit ive 
rat io of the following min-threshold approach for 0 < 𝜀𝜀 ≤ 1:

�𝑑𝑑𝑙𝑙𝑖𝑖𝑙𝑙,𝑖𝑖 𝑡𝑡
= �𝑜𝑜𝑜𝑜𝑙𝑙𝑑𝑑 𝑃𝑃𝑖𝑖 𝑡𝑡

�
1 + 𝜀𝜀
𝜀𝜀

+ 𝑐𝑐

|𝑑𝑑𝑙𝑙𝑖𝑖𝑙𝑙 𝑡𝑡 = min
1≤𝑖𝑖≤𝑙𝑙

�𝑑𝑑𝑙𝑙𝑖𝑖𝑙𝑙,𝑖𝑖 𝑡𝑡
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Greedy Acceptance
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 Key lemma for the (max-)threshold approach:
 Allocation of a new job to a machine without the maximum 

outstanding load will turn this machine into the machine with the 
maximum outstanding load if 𝑓𝑓1 𝜀𝜀 ≥ 𝑃 holds .

 Partit ioning of the result ing s chedule into s evera l interva ls
 We determine how much load of every interva l cannot be executed 

outs ide of this  interva l in any optimal s chedule tha t  has  accepted the 
corresponding jobs .
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Proof Concepts
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 For 𝑃𝑃 = 1, greedy acceptance (Goldwasser 1999, 2003) with a  s emi-
active s chedule has  the t ight  competit ive ra t io

1 +
1 + 𝜀𝜀
𝜀𝜀

for 0 < 𝜀𝜀.

 For 𝑃𝑃 > 1, greedy a lloca tion with a  ba lanced and s emi-active s chedule 
has  the competit ive ra t io (Kim, Chwa 2001)

1 +
1 + 𝜀𝜀
𝜀𝜀

for 0 < 𝜀𝜀.
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Previous Results
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Results for 𝑃𝑃𝑃
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 Gap between greedy and (max-)threshold allocation at 𝜀𝜀𝑇𝑇

 For 𝑃𝑃 > 𝑃, we need 𝑃𝑃 a lgorithms  covering different interva ls  within (0,1].

 The a lgorithms  a re a  combina tion of min-thresholds  and max-thresholds . 
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Compet it ive Rat io

𝑃𝑃 𝑃 3 4 5
Gap 0 5.44 𝑃6.61 9𝑃.𝑃4
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up to four jobs 𝑝𝑝𝑗𝑗 = 1 − 𝛿𝛿 , 𝑑𝑑𝑗𝑗 = 𝑃 � 1 − 𝛿𝛿

optimal s chedule 𝑐𝑐 = 5

Lower Bound for 𝑃𝑃𝑃 and Greedy Allocat ion
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1

1 − 𝛿𝛿 𝑃 � (1 − 𝛿𝛿)

base job 𝑝𝑝𝑖𝑖 = 1, 𝑑𝑑𝑖𝑖 large
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two jobs 𝑝𝑝𝑘𝑘 = 𝑝𝑝𝑗𝑗 �
1
𝜀𝜀

optimal s chedule 𝑐𝑐 = ⁄1 + 𝑃 � ⁄1+𝜀𝜀 𝜀𝜀 𝑃

Lower Bound for 𝑃𝑃𝑃 and Greedy Allocat ion
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1

1 − 𝑃𝛿𝛿 1 − 𝑃𝛿𝛿 � �1 + 𝜀𝜀 𝜀𝜀

two jobs 𝑝𝑝𝑗𝑗 = 1 − 𝑃𝛿𝛿
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two jobs 𝑝𝑝𝑗𝑗 = 1 − 𝛿𝛿 , 𝑑𝑑𝑗𝑗 = 𝑝𝑝𝑗𝑗 � 1 + 𝜀𝜀

Lower Bound for 𝑃𝑃𝑃 and (Max-)Threshold Allocat ion
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1

base job 𝑝𝑝𝑖𝑖 = 1, 𝑑𝑑𝑖𝑖 large

optimal schedule 𝑐𝑐 = ⁄1 + 𝑃 � ⁄1+𝜀𝜀 𝜀𝜀 𝑃

1 − 𝛿𝛿 1 − 𝛿𝛿 � �1 + 𝜀𝜀 𝜀𝜀
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optimal schedule 𝑐𝑐 = 1 + 𝑃𝑓𝑓1 𝜀𝜀

Lower Bound for 𝑃𝑃𝑃 and (Max-)Threshold Allocat ion
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1

1 − 𝛿𝛿 (1 − 𝛿𝛿) � 𝑓𝑓1 𝜀𝜀

up to two jobs 𝑝𝑝𝑗𝑗 = (1 − 𝛿𝛿) � 𝑓𝑓1 𝜀𝜀 − 1 , 
𝑑𝑑𝑗𝑗 = (1 − 𝛿𝛿) � 𝑓𝑓1 𝜀𝜀
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two jobs 𝑝𝑝𝑘𝑘 = 1 − 𝛿𝛿 � 1
𝜀𝜀

optimal s chedule

Lower Bound for 𝑃𝑃𝑃 and (Max-)Threshold Allocat ion
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1

1 − 𝛿𝛿 1 − 𝛿𝛿 � �1 + 𝜀𝜀 𝜀𝜀

optimal schedule 𝑐𝑐 = ⁄1 + 𝑃 � ⁄1+𝜀𝜀 𝜀𝜀 𝑓𝑓1 𝜀𝜀 = 1 + 𝑃𝑓𝑓1 𝜀𝜀
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 The optimal competit ive rat io is larger for any 𝜀𝜀 ∈ (0,1] than the optimal 
competit ive ra t io for any 𝜀𝜀 ∈ (1,∞).
 The problem becomes  eas ier for 𝜀𝜀 > 1?
 Previous  results  s eem to support  this  cla im.

 Observa tion: The presented optimal online a lgorithms  for 𝜀𝜀 ∈ (0,1] only 
use s emi-active s chedules  avoiding any s ta rt- t ime problem

 It  is  not  pos s ible to obta in the competit ive ra t io 1
𝑙𝑙

+ 1+𝜀𝜀
𝜀𝜀

for a ll 𝜀𝜀 ∈ (1,∞)
when us ing only s emi-active s chedules .
 We cons ider an example with 𝜀𝜀 = 𝑃 and the 𝑃𝑃𝑃 environment.

 Progres s ion of t ime limits  the competit ive ra tio for la rge 𝜀𝜀 and 
𝑃𝑃 ≥ 3.

Friday, June 28, 2019

Interval (1,∞) for 𝜀𝜀
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up to six jobs 𝑝𝑝𝑗𝑗 = ⁄1 3, 𝑑𝑑𝑗𝑗 = ⁄4 3 − 3𝛿𝛿

optimal s chedule 𝑐𝑐 = ⁄9 4

Lower Bound for 𝑃𝑃𝑃, 𝜀𝜀 = 𝑃, and Semi-act ive Schedules

Friday, June 28, 2019

1

1

base job 𝑝𝑝𝑖𝑖 = 1, 𝑑𝑑𝑖𝑖 large
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six jobs 𝑝𝑝𝑗𝑗 = ⁄1 3 − 𝛿𝛿

optimal s chedule 𝑐𝑐 = ⁄11
5

Lower Bound for 𝑃𝑃𝑃, 𝜀𝜀 = 𝑃, and Semi-act ive Schedules
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1

1 − 3𝛿𝛿
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Lower Bound for 𝑃𝑃𝑃𝑃 and Large   𝜀𝜀

Friday, June 28, 2019

1 base job 𝑝𝑝𝑖𝑖 = 1, 
𝑑𝑑𝑖𝑖 large

many 
jobs 
small 𝑝𝑝𝑗𝑗
𝑑𝑑𝑗𝑗 = 1

optimal schedule 𝑐𝑐 = 𝑃
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Lower Bound for 𝑃𝑃𝑃𝑃 and Large   𝜀𝜀
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1

many 
jobs 
small 𝑝𝑝𝑗𝑗
𝑑𝑑𝑗𝑗 = ⁄1 2

optimal schedule 𝑐𝑐 = ⁄4𝑙𝑙+2
3𝑙𝑙+1
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 For the problem 𝑃𝑃𝑃𝑃|𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜, 𝜀𝜀, 𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃𝑜𝑜𝑐𝑐|∑𝑝𝑝𝑗𝑗⋅(1−𝑈𝑈𝑗𝑗), we presented online 
a lgorithms  with an optimal competit ive ra t io for 0 < 𝜀𝜀 ≤ 1.

 The optimal a lgorithm cons is ts  of 𝑃𝑃 different a lgorithms  tha t  a re each 
va lid for a  subinterva l of 0,1 of 𝜀𝜀.

 The a lgorithms  use thresholds , skewed a lloca tion and s emi-active 
s chedules .

 For 𝜀𝜀 > 1, the optimal competit ive ra t io is  smaller but the a lgorithms  a re 
more complica ted. 

Friday, June 28, 2019

Conclusion
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